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```
def flatten[A] : Res[Res[A]] <:< Res[A] =
```

    summon[(Error | Error | A) \(<:<(E r r o r \mid A)]\)
    Sequencing? Not even execution! Just statements about types.

## Lesson So Far

- Monads definable in any Category (even non-executable one, like <: <
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```
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b <- f(s)
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```
val f: String <= Id[Boolean] = Op { case Id(b) => println("f"); String.valueOf(b) }
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$$
(f>=>g>=>h)
$$

. run(Id(Nil))
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//

| // | h | Reverse |
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(for
s <- summon[Monad[<=, Id]]. pure[String]
b <- f(s)
i <- g(b) // Output:
l <- h(i)
yield l)
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Reverse Order!
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\section*{Lessons So Far}
- Monads definable in any Category (even non-executable one, like <: < )
- Syntactically, monads do support sequential composition
- Sequential composition \(\neq\) sequential execution (e.g. monads in <=)
- "Sequencing of effects" is vague, definable only tautologically
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But first, a quick introduction to

\section*{Libretto,}
a concurrent-by-default DSL embedded in Scala.
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\section*{Libretto for Scala Programmers}
\begin{tabular}{|c|c|c|}
\hline Scala & Libretto & \\
\hline ( \(\mathrm{A}, \mathrm{B}\) ) & \(A \otimes B\) & Concurrent Pair \\
\hline Either [A, B] & \(A \oplus B\) & Meaning closer to Future[Either[A, B]] \\
\hline Unit & One & \\
\hline \(A=>\) & \(A-\bigcirc B\) & Functions in Libretto are linear. \\
\hline Promise[A] & -[A] & Cannot be ignored. Cannot be completed twice. \\
\hline
\end{tabular}

\title{
List in Scala vs. Libretto
}

Scala
type List[A] = Either[Unit, (A, List[A])]

Libretto
type List [A] \(=\) One \(\oplus(A \otimes\) List \([A])\)
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\section*{Equality of Non-deterministic Functions}
\[
f=g
\]

What does it mean for non-deterministic \(f, g\) ?
Deterministic functions
- "same input leads to same output": \(\quad \forall\) a: A.f(a) = g(a)
- more generally: "same observable behavior"

Non-deterministic functions
- "same set of observable behaviors"
- not necessarily the same probabilistic distribution of them
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\section*{Strategy: (intuitively, not a formal proof)}
1. Consider any observable behavior of the left side.
2. Show that the same observable behavior may be exhibited by right side.
3. And vice versa.

\section*{merge : associativity}
(as merge bs) merge cs \(=\) ?= as merge (bs merge cs)
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- Monads definable in any Category (even non-executable one, like <: < )
- Syntactically, monads do support sequential composition
- Sequential composition \(\neq\) sequential execution (e.g. monads in <=)
- "Sequencing of effects" is vague, definable only tautologically
- There exist lawful monads with non-deterministic behavior
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Monads (or their laws) do not require
- sequential execution
- or any execution at all
- ordering of effects
- determinism
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\section*{Closing Remarks}
- If not from monads, where does observed sequencing come from?
- Hint: Function application \& evaluation strategy of the language
- What are monads about?
- Flattening: Simplifying an arbitrarily nested structure to a single level.
- "Monads are about sequencing" might have been a useful crutch
- Ultimately better off without crutches
- What else are we wrong about?

\section*{Thank You!}

Scala examples: https://github.com/TomasMikula/non-sequencing-monads/
Libretto: https://github.com/TomasMikula/libretto/```

